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ABSTRACT

The ICT Mixed Reality Lab will demonstrate a pipeline for rapidly
generating personalized avatars from multiple depth and RGB scans
of a user with a consumer level sensor such as a Microsoft Kinect.
Based on a fusion of state-of-the-art techniques in graphics, surface
reconstruction, and animation, our semi-automatic method can pro-
duce a fully rigged, skinned, and textured character model suitable
for real-time virtual environments in less than 15 minutes.

First, a 3D point cloud is collected from the sensor using a si-
multaneous localization and mapping (SLAM) approach to track
the device’s movements over time (see Figure 1.a). Next, surface
reconstruction techniques are employed to generate a watertight 3D
mesh from the raw 3D points (see Figure 1.b). The resulting model
is then analyzed to determine the human joint locations, and if a
skeleton can be successfully generated for the model, the mesh is
then rigged and skinned using weights that are calculated automati-
cally [2]. Finally, photos captured periodically during the scanning
process using the sensor’s RGB camera are used to texture the fi-
nal model. The resulting avatar is suitable for real-time animation
using a virtual environment or video game engine (see Figure 1.c).

We will demonstrate our avatar generation pipeline at IEEE
Virtual Reality 2013. Conference attendees may opt to be scanned,
and their generated avatar will be provided to them either on a
USB stick or through email. A video of this demo can be found at
the MxR Lab website [1].
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(a) Sampled Point Cloud (b) Reconstructed 3D Mesh

(c) Rigged, Textured, and Animated Avatar

Figure 1: (a) Avatars are generated by aggregating a point cloud from
a consumer depth sensor. (b) The resulting cloud is reconstructed
to form a watertight 3D mesh. (c) The final rigged, skinned, and
textured mesh can be fully animated in real time.
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